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Abstract

Overwhelming evidence indicates that environmental exposures, broadly defined, are responsible for most cancer. There is
reason to believe, however, that relatively common polymorphisms in a wide spectrum of genes may modify the effect of
these exposures. We discuss the rationale for using common polymorphisms to enhance our understanding of how
environmental exposures cause cancer and comment on epidemiologic strategies to assess these effects, including study
design, genetic and statistical analysis, and sample size requirements. Special attention is given to sources of potential bias in
population studies of gene-environment interactions, including exposure and genotype misclassification and population
stratification (i.e., confounding by ethnicity). Nevertheless, by merging epidemiologic and molecular approaches in the
twenty-first century, there will be enormous opportunities for unraveling the environmental determinants of cancer. In
particular, studies of genetically susceptible subgroups may enable the detection of low levels of risk due to certain common
exposures that have eluded traditional epidemiologic methods. Further, by identifying susceptibility genes and their
pathways of action, it may be possible to identify previously unsuspected carcinogens. Finally, by gaining a more
comprehensive understanding of environmental and genetic risk factors, there should emerge new clinical and public health
strategies aimed at preventing and controlling cancer. © 2001 Elsevier Science B.V. All rights reserved.
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1. Cancer and the environment

In 1775, a British surgeon described a high fre-
quency of scrotal cancer among chimney sweeps ex-
posed to coal tar, establishing one of the first links
between environmental exposure and cancer [1]. To-
day, the science of epidemiology — the study of the
distribution and determinants of cancer in human
populations — continues to be a primary source of

* Corresponding author.
E-mail: rothmann@epndce.nci.nih.gov

clues and knowledge about the causes of cancer. De-
scriptive studies have played an important role in
estimating the impact of the environment on cancer
etiology, which can be roughly gauged by the inter-
national variation in cancer statistics gathered from
the volume Cancer Incidence in Five Continents [2]
(Table 1). The differences between areas with the
highest and lowest rates range from 50- to 150-fold
for melanoma and for cancers of the nasopharynx,
prostate, and liver, to about five-fold for leukemia.
Some of the variation can be attributed to diagnostic
and reporting practices, as well as to genetic factors
for certain tumors (e.g., melanoma, which tends to

0304-419X/01/$ — see front matter © 2001 Elsevier Science B.V. All rights reserved.

PII: S0304-419X(00)00021-4



C2 N. Rothman et al. | Biochimica et Biophysica Acta 1471 (2001) CI1-CI0

affect fair-skinned populations). However, the avail-
able evidence for most tumors suggests that environ-
mental factors are driving the geographic patterns.
Further, these ratios may actually underestimate
the true global variation because some regions with
exceptionally high rates are not covered by popula-
tion-based tumor registries.

In their comprehensive report on the avoidable
causes of cancer, Doll and Peto [3] took the rates
from the lowest-risk countries and subtracted them
from the rates prevailing in the USA to produce
estimates that about 75-80% of all cancer in the
United States is due to environmental factors and
is, thus, potentially avoidable. The lowest risk for
each cancer was considered to be the baseline or
background level for so-called spontaneous tumors
that, at least in theory, cannot be prevented. Perhaps
the most persuasive evidence for environmental fac-
tors is reflected in studies of migrant populations,
which generally reveal a shift in cancer risk toward
that prevailing in the host country, with changes
often becoming apparent among first generation im-
migrants [4].

Another clue to the influence of the environment
in cancer etiology is the temporal variation observed
for several cancers, even after accounting for im-
provements in detection or reporting. Of special in-
terest are those tumors that have shown significant
increases in incidence in the Surveillance, Epidemiol-
ogy and End Results (SEER) program of the Na-
tional Cancer Institute from 1973 to 1995, and which
are still rising based on the latest figures. These tu-
mors include melanoma, pleural mesothelioma, non-
Hodgkin’s lymphoma, hepatocellular carcinoma, re-
nal cell carcinoma, esophageal adenocarcinoma and
female lung cancer [J].

While descriptive studies of cancer have provided
an important source of clues to causal factors, the
major contribution of epidemiology has been to test
etiologic hypotheses by analytical studies, notably co-
hort or case—control designs, that have uncovered the
pivotal role of lifestyle and other environmental de-
terminants of cancer. The growing list of environ-
mental exposures linked to cancer includes tobacco
smoking, alcohol, diet, ultraviolet and ionizing radi-
ation, occupational toxins, infectious agents, body
weight, exercise, reproductive history, and certain
medications [6]. There are also many forms of cancer

that appear to have a substantial environmental
component, but whose etiology remains obscure or
incompletely understood. A major challenge now is
to further identify and sharpen our understanding of
the environmental determinants of specific cancers,
even at low levels of exposure. This challenge is be-
coming increasingly difficult to meet through tradi-
tional epidemiologic approaches for several reasons.
First, exposures often cannot be directly measured
and, in some study designs, we must depend on a
person’s recall of events that occurred years or dec-
ades before. Second, it is more difficult to isolate the
effect of individual exposures that tend to occur to-
gether. Third, low levels of risk from common expo-
sures are inherently difficult to identify in the general
population.

This problem can be alleviated, in part, by more
accurate measures of environmental exposures. The
approaches include validated questionnaires that are
linked to databases of dietary [7], occupational [8—10]
and environmental exposures [11-13] and are less
prone to reporting bias, as well as direct measure-
ments of exposures where feasible (e.g., air, water
and soil contaminants). The collection of blood and
urine samples in large cohort studies along with ad-
vances in chemical and molecular analytic methods
should further increase the accuracy of exposure as-
sessment in epidemiologic studies [14,15].

2. Genetic modifiers of environmental cancer risk

Although increasing our ability to measure cancer-
causing exposures is important, it is necessary also to
understand cancer susceptibility, particularly if an
environmental exposure increases cancer risk primar-
ily in a vulnerable subgroup of the population [16].
For example, several decades after the report of scro-
tal cancer among chimney sweeps, it was noted that
not all chimney sweeps exposed to soot were affected,
suggesting that constitutional factors may play a role
as well [1]. In many other settings, tumors have aris-
en in only a fraction of the population exposed for
long periods to relatively high levels of an established
human carcinogen, such as tobacco smoke. Why?

Although an element of chance is likely to play a
role in the complex and multistage stochastic process
of carcinogenesis, there is mounting evidence that
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Table 1
International variation in cancer incidence

Type of cancer H/L  Highest rates Lowest rates

Melanoma 155  Australia Japan
Nasopharynx 100 Hong Kong UK
Prostate 70  USA (Black) China
Liver 50  China Canada
Cervix uteri 28  Brazil Israel
Stomach 22 Japan Kuwait
Lung 19  USA (Black) India
Colon 19  USA (White) India
Bladder 16  Switzerland India
Pancreas 11 USA (Black) India
Ovary 8  New Zealand Kuwait
(Maori)
Breast 7  Hawaii (Hawaiian) Israel (non-Jews)
Leukemia 5 Canada India

genetic factors may influence an individual’s suscep-
tibility (or resistance) to cancer. Of special interest is
the substantial inter-individual variation in genes
whose products metabolize carcinogens and anti-car-
cinogens, repair DNA damage, and maintain cell
cycle control and immune function. These observa-
tions have given rise to the hypothesis that the car-
cinogenic risk of many exogenous and endogenous
exposures may be modified by common genetic poly-
morphisms in one or more of these processes.

Some of the first candidate genes (e.g., NAT2,
CYP2D6) to be incorporated into epidemiologic
studies were identified in the 1950s and 1960s when
patients who developed side effects from certain
drugs were found to metabolize these drugs differ-

Table 2

ently [17]. A second source of candidate genes
emerged from the study of metabolic gene families
(e.g., cytochrome P450s) in animal models and the
discovery of polymorphic human homologues [18].
Currently, the number of polymorphic genes that
may modify the effects of known or suspected carci-
nogens is rapidly increasing (Table 2) [18]. Although
the study of genetic polymorphisms in cancer etiol-
ogy is still in its infancy, some promising leads have
emerged. For example, a recent meta-analysis sug-
gested that the association between smoking and
bladder cancer is most pronounced among individu-
als with the NAT2 slow acetylation phenotype [19].
Also, there is some evidence that the protection
against colorectal cancer provided by dietary folate
is enhanced among individuals homozygous for
the methylenetetrahydrofolate reductase (MTHFR)
Co677T allele [20,21].

There are several reasons why incorporating com-
mon genetic polymorphisms into epidemiologic stud-
ies will enhance our understanding of the relation-
ship between environmental exposures and cancer:
(1) by characterizing the effects of established carci-
nogens among people with particular genetic var-
iants, one can gain mechanistic insights into the ori-
gins of cancer; (2) by identifying and studying
population subgroups that are genetically susceptible
to a particular carcinogen, one can uncover the low
levels of risk associated with certain common expo-
sures; and (3) by determining which susceptibility
genes are associated with a given cancer, one can
generate insights into the potential carcinogens acted
upon by these gene products.

Environmental exposures that may be modified by cancer susceptibility genes

Exposure Cancer site Proposed modifier gene
Aflatoxin Liver EPHXI1

Alcohol Esophagus, oral cavity, liver ADH3, ALDH2, CYP2E1
Aromatic amines Bladder NATI, NAT2
Nitrosamines Stomach, nasopharynx CYP2EI

Chlorinated solvents Kidney GSTT1

Benzene Leukemia CYP2El1, NQOI1, MPO
Estrogens Breast, endometrium CYP17, CYP19, CYPIBI, COMTI1
Androgens Prostate AR, SRD5A2

Ionizing radiation Leukemia XPD, XPF

Infectious agents Cervix (HPV), nasopharynx (EBV) HLA

Polycyclic aromatic hydrocarbons

Lung, larynx

CYPI1AIL, GSTM1, EPHXI1
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Several critical issues must be addressed to identify
the most effective epidemiologic strategies for evalu-
ating the interplay between common genetic poly-
morphisms and environmental exposures in deter-
mining cancer risk in the general population. These
include (1) study design; (2) genetic analysis; (3) sta-
tistical analysis; (4) sample size requirements; and
(5) potential sources of bias.

3. Study designs for evaluating gene—environment
interactions

Although family-based designs have led the way in
identifying high-penetrance mutations that confer an
exceptional risk of tumors in cancer-prone families,
these mutations are generally uncommon and appear
to contribute to only a relatively small proportion of
all cancers in the general population. Further, family
designs generally have limited power to identify com-
mon polymorphisms with low penetrance and low
relative risk [22,23]. Because these alleles are com-
mon, however, the fraction of disease due to a par-
ticular polymorphism (i.e., the attributable risk) may
be substantial and, thus, have important public
health implications.

Caporaso and Goldstein [24] have contrasted the
study of uncommon, high-penetrance mutations with
common low-penetrance polymorphisms (Table 3).
They and several others have concluded that the pri-
mary approach to the study of common genetic var-
iants and their potential interactions with common
environmental exposures should be through popula-
tion-based epidemiologic studies [23-28]. Population-
based studies have been a successful time-tested ap-
proach in detecting the environmental causes of can-
cer, and are well suited to identify the effects of

Table 3

common polymorphic genes and their interactions
with environmental exposures. Further, they have
the advantage of providing direct estimates of rela-
tive risk, absolute risk (penetrance), and the fraction
of disease due to environmental exposures, to genetic
variants, and to their interactions.

There are two complementary epidemiologic de-
signs that are used to identify the causes of chronic
disease including cancer: the case—control and the
cohort study. The relative strengths and weaknesses
of each approach for the study of gene-environment
interactions have been discussed [14,27,29] and are
briefly described below.

3.1. Case—control studies

An important advantage of the case—control de-
sign is that a large number of cases with common
or uncommon tumors can be enrolled in a relatively
short period of time. Further, very detailed assess-
ment of specific exposures can be carried out, and it
is possible to over-sample population groups of spe-
cial interest (e.g., younger cases, minorities, groups
with particular exposures) that may be under-repre-
sented in cohort studies [27]. Biologically intensive
studies can be carried out with this design, particu-
larly in hospital-based studies where more types,
larger amounts and more extensive processing of bio-
logical samples can take place [27]. Also, case—con-
trol studies can be quickly fielded in response to new
public health concerns about exposures that are not
routinely assessed in cohort studies. Among the im-
portant limitations of case—control studies are selec-
tion bias that may arise from relatively low partici-
pation rates, recall bias and difficulty in assessing
past exposures.

A modification of the case-control method has

High-penetrance, uncommon mutations versus low-penetrance polymorphisms

Characteristic Mutation

Polymorphism

Gene frequency

Penetrance High
Absolute/relative risk Low
Population attributable risk Low
Role of environment Modest
Study setting Family
Study type Linkage

Generally uncommon

Common (> 1%)
Low

High

High

Critical

Population
Case—control/cohort
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been recently developed, where cases only are used
to test for the presence of gene—environment inter-
actions [30-32]. As long as the underlying assump-
tion of this approach is met, i.e., that the allele and
the exposure are independent, the case-only method
can be an efficient approach to testing for interac-
tions.

3.2. Prospective cohort studies

A major advantage of the prospective cohort study
is that both interview and biological measures of ex-
posure are generally considered unbiased because
they are collected before cancer diagnosis, and it
may be possible to collect exposure data at multiple
times over the period of follow-up. Further, a cohort
study can be used to estimate the risks associated
with a given allele for multiple common tumors
and other common diseases in the same population.
In addition, cohort studies do not suffer from the
potential selection bias found in case—control studies.
The nested case—control design is the usual method
of choice for the study of particular tumors arising in
the cohort, since only a relatively small portion of
cohort members needs to be included in the analysis.
However, cohort studies tend to be costly and re-
quire substantial personnel and a long-term infra-
structure to maintain and follow up the study pop-
ulation. Also, most cohort studies will not have
sufficient numbers of subjects with less common tu-
mors to evaluate risks associated with gene—environ-
ment interactions.

More than one million people in the USA, Europe,
and Asia will soon be enrolled into cohort studies
that are collecting DNA and questionnaire data on
dietary and other environmental factors [29]. At the
same time, an increasing number of large case—con-
trol studies of various forms of cancer are being
fielded, with biospecimen collections that include a
source of genomic DNA. It is clear that both kinds
of studies will be needed to fully investigate the role
of environmental and genetic factors and their inter-
actions in cancer etiology.

4. Genetic analysis

The candidate genes evaluated in previous studies

of cancer susceptibility have been limited so far to a
relatively small number of loci, and almost certainly
represent a very small subset of the actual genes with
variants that modulate cancer risk. Recent advances
in human genomics, however, make it practical to
greatly expand the number of genes that might be
considered in such studies. For example, the NCI’s
Cancer Genome Anatomy Project and its related ef-
forts have identified more than 50000 genes/tran-
scripts and greater than 10000 variants within these
genes [33]. It is anticipated that in the very near term
all genes will be cataloged and their common var-
iants identified, although the impact on gene product
will be unknown in many instances.

The research opportunity presented by the avail-
ability of such information is still constrained by
technical limits in the characterization and interpre-
tation of large collections of genetic variants. Of spe-
cial concern are the large number of individual as-
says that must be performed; the amount of sample
material required from an individual to conduct
these assays; the need for a multiplicity of assays
on large numbers of individuals; the cost per indi-
vidual assay; and novel challenges in data manage-
ment and analysis. Many technological approaches
have been proposed to solve these problems, notably
massively parallel hybridization assays such as DNA
chips [34]. This approach performs thousands to tens
of thousands of genotyping assays simultaneously,
discriminating genetic variants by differential hybrid-
ization of the alternative forms.

Another technical approach extends the concept of
sequencing by adding tags that differ depending on
an individual’s DNA constitution [34]. The assays
can be performed in multiplex and very rapidly.
There is also significant interest in mass spectrometry
approaches, wherein variations in DNA constitution
are determined by measuring the differences in mass
associated with different sequences [35-38]. Again,
these assays can be performed in multiplex with
each test requiring only seconds to perform. All
these approaches use only small amounts of sample
material and hold the promise of low expense, but
none has moved beyond the level of proof of princi-
ple.

Using current technological capabilities, it is al-
ready possible to develop strategies to efficiently eval-
uate the expanded sets of genetic variants that have
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already been identified. A logical approach utilizes
existing knowledge of biological pathways to priori-
tize genes for study. One systematically evaluates
variants in collections of genes and gene family mem-
bers that, based on current knowledge, are suspected
to modify the effects of a particular environmental
exposure [34]. Traditionally, one analyzes these var-
iants in individual DNA samples from cases and
controls. Alternatively, one could evaluate many ge-
netic variants at one time by pooling a relatively
small amount of DNA from each case and control.
Genetic variants are, thus, assessed in the aggregate,
and allele frequencies in each pool are contrasted.
Only the subset of alleles showing promising results
would be expanded to individual testing and evalua-
tion of interactions with environmental and other
genetic risk factors. Ultimately, the results from these
approaches will help prioritize which genetic variants
need to be studied at the biochemical level to provide
biological evidence that supports the association.

5. Statistical analysis

The analysis of exposure and genetic effects should
begin, in general, with the assessment of their crude
main effects (that is, the effect of the exposure ignor-
ing the gene, and vice versa). The next step in the
analysis of environmental and genetic factors is to
construct a 2X2 interaction table, as illustrated in
Table 4. In this example, the odds ratios (ORs),
which are estimates of the relative risk when the dis-
ease is rare in the population, are presented with
individuals who lack both the exposure and the at-
risk genotype as the reference category. The OR is
1.0 for the at-risk genetic variant in the absence of
exposure, 2.0 for the exposure without the at-risk
allele, and 3.0 for having both factors. These values

Table 4
Odds ratios for a hypothetical example of a 1.5-fold multiplica-
tive gene—environment interaction

Exposure status At-risk genotype

— +
Unexposed 1.0 1.0
Exposed 2.0 3.0

are similar to the ORs estimated from the interaction
of smoking and the NAT2 slow acetylation genotype
in the risk of developing bladder cancer [19].

The interaction table provides useful information
concisely. It provides estimates and corresponding
tests of the effects of each factor in the presence
and in the absence of the other. The following spe-
cific questions can be addressed from this table:

1. Is there an effect of the exposure, as measured by
the OR, in either of the genotype strata?

2. Is the effect of exposure in one genetic stratum
different from the effect of exposure in the other
stratum?

3. If an intervention successfully eliminated exposure
in everyone, by what percentage would the cancer
rate be reduced in each stratum?

4. Is the potential reduction in cancer rate from an
intervention that successfully eliminates exposure
greater in one stratum than another?

With the advent of relatively inexpensive high-
throughput genotyping, analytic studies will be able
to assess both the crude main effects of polymor-
phisms in thousands of different genes and whether
or not they modify the effects of environmental ex-
posures. The current paradigm of statistical testing
divides the results into ‘significant’ and ‘not signifi-
cant’. With adjustment for multiple comparisons us-
ing the Bonferroni correction [23], very large studies
will be required to have sufficient power to find poly-
morphisms that may cause a substantial fraction of
the tumor under study. Without adjustment for mul-
tiple comparisons, the scientific community will be
inundated with meaningless ‘positive’ findings. One
way to deal with this problem may be to enhance
Bayesian analytical approaches [39] that incorporate
a priori knowledge about the action of genetic var-
iants and relevant exposures from previous experi-
mental and epidemiologic studies. In addition, it
will be important to develop procedures by which
investigators of different studies can quickly report
both ‘positive’ and ‘negative’ results so that findings
can be replicated in a timely fashion, and combined
with other studies in a simple, rational and coordi-
nated manner. Finally, improved meta-analytic pro-
cedures for providing global assessments of results
will be needed as well.
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6. Sample size requirements

The first concern with study power usually focuses
on having an adequate sample size to detect the
crude main effect. For example, the sample size
needed to study an environmental exposure or a par-
ticular genotype with an OR of 1.5 and prevalence of
10% in the general population would be about 900
cases and 900 controls (assuming 80% power and
performing a two-sided test of 0.05). If one is con-
cerned about the problem of multiple comparisons
due to testing many independent alleles and plans
to carry out a Bonferroni correction for each test,
then the sample size would need to be increased.
For example, the sample size noted above would
need to be doubled if one wished to evaluate and
correct for 100 genotypes.

Estimating the sample size needed to test for inter-
actions is a more complex process, which has been
commented on extensively [40-46]. It is clear that
sample size estimates are highly dependent on as-
sumptions that include the underlying interaction
model (e.g., additive or multiplicative), the magni-
tude of the interaction, the effect of the genetic factor
conditioned on the environmental factor and vice
versa, the prevalence of the exposure and the poly-
morphism, and whether exposure is analyzed as a
bivariate, polytomous or continuous variable. Fur-
ther, the need for increasing sample size to take
into account multiple comparisons may be necessary
as well.

To illustrate, Fig. 1 shows the number of cases
(with an equal number of controls) needed to detect
a 1.5-fold multiplicative interaction, as the probabil-
ity of being exposed varies, for different probabilities
of having the at-risk genotype. These calculations use
the ORs in Table 4, set power equal to 80%, and use
an o level for a two-sided test of 0.05. We can see
that the smallest required sample size to detect this
interaction for common exposures and an at-risk
genotype prevalence of 0.50 is 500-600 cases and a
similar number of controls. If one is interested in
studying less common or more common alleles and
exposures, sample size requirements rapidly increase
to several thousand cases and controls (Fig. 1). We
consider this a fairly realistic scenario, in that the
crude main effects of the at-risk genotype and the
exposure are modest. For example, at an exposure

4000 —
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2000 +

1500

1000

500 +

Number of Cases(
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00 01 02 03 04 05 06 07 08 08 10

Probability of Exposure

Fig. 1. Number of cases (with an equal number of controls)
needed to detect a 1.5-fold multiplicative interaction, as the
probability of being exposed varies, for different probabilities of
having the at-risk genotype. Power=80%, two-sided o val-
ue =0.05, and the ORs are 1.0 for the at-risk genetic variant in
the absence of exposure, 2.0 for the exposure without the at-
risk allele, and 3.0 for having both factors.

and genotype prevalence of 0.5, the ORs for the
crude main effect of the exposure and the at-risk
genotype are 2.5 and 1.3, respectively.

Taking into account results from this type of sam-
ple size calculation, several research groups are cur-
rently enrolling one to several thousand cases and a
similar number of controls into case—control studies
of particular tumors. Further, as ongoing prospective
cohort studies with biological samples mature [29], it
will be feasible to carry out large, nested case—control
studies of common tumors within these cohorts as
well. These studies should have sufficient flexibility
to study a wide range of environmental factors and
determine if the effects are limited to or enhanced by
certain genotypes. We note, however, that when
there is interest in studying less common exposures
or alleles, sampling schemes may be required to en-
rich for population subgroups with these risk factors.
In the case of less common alleles, alternative study
designs that use related controls will generally be
needed [25,28,40,47].

7. Sources of potential bias

Potential biases in classic epidemiologic study de-
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signs are well-recognized [48], and apply to molecular
epidemiology studies as well. Some of the most im-
portant biases can be caused by incomplete ascertain-
ment of cases, poor selection of controls, low re-
sponse rates, and any source of error in the
collection and analysis of data that treats cases dif-
ferently than controls. There are additional potential
biases that are particularly relevant to the study of
gene—environment interactions. Here, we comment
on two key issues: (1) misclassification of exposure
and genetic data, and (2) population stratification.

7.1. Exposure and genotype misclassification

The evaluation of environmental and genetic risk
factors, independently and together, in cancer etiol-
ogy requires the accurate measurement of both.
Rothman et al. [49,50] explored the impact of geno-
type misclassification on the genotype risk estimate
and Garcia-Closas et al. [51] explored the impact of
genotype and exposure misclassification on sample
size requirements and the estimated interaction effect
[51]. It has been shown that modest exposure assess-
ment errors may result in substantial increases in
sample size requirements [51]. This problem is com-
pounded by even small errors in genotype assess-
ment. Given the already large sample sizes required
to detect interactions between environmental expo-
sures and genetic polymorphisms in cancer risk, it
is critical that special efforts be made to collect
highly accurate data on both exposure and genotype.

7.2. Population stratification

A criticism of traditional epidemiologic study de-
signs that use unrelated subjects as controls is that
they may lead to confounding due to unrecognized
ethnic admixture, known in the genetics field as ‘pop-
ulation stratification’ [52]. Concerns about this issue
have contributed, in part, to the development of sev-
eral alternative study designs that use unaffected rel-
atives as controls and utilize the transmission dis-
equilibrium test to assess disease—allele associations
[23,26,52-54]. Wacholder and colleagues have re-
cently quantified the bias from population stratifica-
tion under a wide range of conditions and concluded
that its impact will be relatively minor in well-con-
ducted epidemiologic studies [27,55]. When impor-

tant confounding caused by population stratification
does occur, it should be responsive to the usual de-
sign and analytic approaches employed by epidemi-
ologists, perhaps complemented in the future by ge-
netic markers of ethnicity [26,55,56]. Alternative
study designs using unaffected related controls have
a role in certain situations [28,34,47,53,54,57-60], but
these approaches have potential biases and statistical
or economical inefficiencies of their own that need to
be evaluated [27,47].

8. Conclusion

The epidemiologic evidence assembled to date in-
dicates that environmental exposures, broadly de-
fined to include lifestyle factors, are responsible for
most cancer. There is also reason to believe that
relatively common polymorphisms in a broad spec-
trum of genes may modify the risk imparted by exog-
enous and endogenous exposures. Although the pen-
etrance of common polymorphisms is likely to be
relatively small, the high percent of individuals who
carry these alleles suggests that common polymor-
phisms may, in combination with relevant exposures,
contribute to a substantial portion of the cancer bur-
den in the general population. A major challenge of
cancer epidemiology in the coming years will be to
apply the emerging tools of molecular genetics to
help generate a comprehensive understanding of the
environmental and genetic determinants of cancer.
Epidemiologic studies that measure susceptibility
genes should provide opportunities to detect low lev-
els of risk due to certain common exogenous (e.g.,
diet, pollution) and endogenous (e.g., hormones) ex-
posures, to illuminate pathways of action that may
point to previously unsuspected carcinogens, and to
detect gene—environment interactions that may give
rise to new clinical and public health strategies aimed
at preventing and controlling cancer.
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